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Abstract

Recent advances in DDPM (Denoising Diffusion Probabilistic Models) allow us to
generate high-fidelity and quality images using deep models. It is the current state-of-
the-art of image generative models and beats GAN-based models in various tasks.

This talk will first briefly overview DDPM, including its relationship to score-based
generative models, the diffusion process, stochastic differential equations, classifier guid-
ance, and classifier-free guidance methods.

We will then introduce a few simple experiments to explore the conditional probability
space corresponding to the diffusion models. We can see the denoising process by run-
ning the algorithm on low-dimensional spaces. We can use a technique akin to classifier
guidance to guide the model to generate images with arbitrary geometric shapes or that
satisfy other easily defined conditions by combining an unconditional DDPM with some
known probability density. We will investigate related issues in a classifier-free guidance
setting and contrast the outcomes.
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